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1 Introduction

Graph-based image processing is a growing field of information sciences
[9]l. In alarge part of this field, graphs are mainly associated to concepts of
high level representations such as energy minimization, partial differen-
tial equation, mathematical morphology... By contrast, here, we consider
situations where the graph corresponds directly to an intuitive representa-
tion of a structure that can be visually distinguished in the image. Such
situations occur in the broad domain of bioimaging which often gener-
ates images including underlying structural networks [1} 2] from which
one intends to extract topological information. The novelty of this study
resides in the multiscale graph extraction scheme which we propose to ad-
dress the specific case of multiply-connected structures at different sizes.
Synthetic and real world examples of images of this type of networks
are shown in Fig. 1 in which the different scales are colorized. These
images consist of an empty white background and of a foreground com-
posed of thicker and more compact objects of various sizes connected by
thinner, elongated branches. A parallel can be drawn between the fore-
ground structures in Fig. 1 and graphs by associating thicker objects to
graph nodes and the thin connections to graph edges. A pre-requisite of
our analysis is, therefore, that the initial raw measured images can be seg-
mented to produce binary volumes. This procedure is generally specific
to a given imaging modality and sample nature and may require com-
plex optimization procedures as recently illustrated on a set of 2D and 3D
bioimaging problems with underlying structural networks [1} 2]. In this
work, we focus on the more generic aspect associated to graph encoding
of the binary data. A classical approach to extract graphs from binary
images consists in analyzing its morphological skeleton. The skeleton
makes graph extraction easier since the nodes will be associated to skele-
ton pixels with a connectivity equal to one (for leaf nodes) or higher than
two. This approach is powerful to extract robust graphs for pattern recog-
nition, where nodes do not necessarily correspond to structural junctions
of a real network [8,|12]]. To encode structural networks, skeletonization
is only adapted when the networks are composed of a single scale asso-
ciation of elongated objects sparsely touching each others. For networks
with multiple scales a brute force skeletonization on images such as Fig.
1 will very likely fail to produce a faithful graph due to the intrinsin-
cly multiscale nature of the structure, even after extensive pruning of the
skeleton. Indeed true small branches are present in the elongated part of
the network while artifact branches of similar lengths may appear within
the volume of the larger scale objects upon skeletonization. While new
skeletonization schemes continue to be developed [13], a simple work-
around to extract structural graphs from binary images was proposed by
Iwanowski et al. [7] that detect objects and connections using morpho-
logical image processing, in particular morphological openings for node
detection and anchored homotopic skeletonization for connection detec-
tions. Apart from nodes and connections, their joints are also detected
and labeled. In the next step, based on the labeling of these three items
(objects, connections and joints), the graph adjacency matrix is computed.
In this work, we push forward the graph encoding scheme proposed in [[7]
to the case where multiple scales in the network are to be analyzed.
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Figure 1: Model and real world multiscale network images. Panel (a) is a
synthetic image used to test the encoding scheme with three distinct types
of interconnected objects of very different size (scales) represented by a
specific color code. Panel (b) is a 3D representation of a stack of confocal
fluorescence microscopy images (182(X) x 180 (Y) x 113 (Z) voxels of
189.3 (X) x 189.3 (Y) x 350 (Z) /Jm3) of a bovine femur [4]] including two
scales: lacunae, represented in red and caniculi in blue. Panel (c) is a 3D
representation of a stack of light sheet fluorescence microscopy images
with same characteristic as in Panel (b) of an arabidopsis root system [3]
including two scales: radicle represented in red and hair cells in blue. The
root system is monitored during elongation of hair cells.

2 Graph encoding scheme

The proposed graph encoding scheme is described in Fig. 2. The algo-
rithm takes a binary image as input and we assume that all the objects
corresponding to the different scales in the image can be extracted in sep-
arate binary images. This preprocessing can typically be performed with
multiscale analysis such as wavelets [10] in the original raw images or
with morphomathematic filtering, provided that some prior information
on the value of these scales (size) can be assumed. This is a reasonable
assumption in bioimaging when anatomical models exist.
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Figure 2: Pipeline presenting three methods to extract the graph of the
image on Fig. m Graph 1 is unscaled, i.e. obtained after skeletonization
of the full raw binary image. In contrast, Graph 2 corresponds to the
graph of the first scale level only, i.e. without taking the higher scales
into account. The proposed multiscale method, separates the objects at
different scales, as in the graph 2 method, but then identifies the elements
which connect each upper scale levels to the first one.

The smallest scale corresponding to thinner and elongated objects is
first skeletonized. The nodes of this scale correspond to the points with
a connectivity higher than 2 or equal to 1. Then, all the over objects that



have intersections with this first scale are coded as nodes with a label
corresponding to the scale. Multiple adjacency matrices can then be pro-
duced from such a labelled data structure, matrix including all scales as
produced by [7], but also the adjacency matrices corresponding to each
individual scale. To better understand this multiscale approach let us ap-
ply the pipeline presented in Fig. 2 to the image in Fig. 1a. The resulting
graphs, corresponding to each of the 3 scales of objects contained in the
image, are presented in Fig. 3. The result for the unscaled graph, graph 1
in Fig. 2, are presented in Fig. 3a. Since this graph is extracted directly
from the morphological skeleton of the image, one can observe that it con-
tains some artifacts. Specifically, there are 4 nodes with label A and two
nodes with label B while in the image there is only one object A and one
object B. This result is directly linked to the fact that the skeleton of the
image, without pruning, does not perform well on large objects: multiple
quench lines are generated that in the graph will generate interconnected
nodes with the same label (i. e. A-A or B-B). The graph extracted at
the first scale, graph 2 in Fig. 2, is shown in Fig. 3b. Here again, some
artifacts appear around the bigger objects A and B. Finally the multiscale
graph approach proposed here is presented in Fig. 3¢ where one can ob-
serve that, only in this case, a faithful representation of the topology of
the structure shown in Fig. 1a is obtained.
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Figure 3: 2D visualization of graphs from image of Fig.[I] Panel (a) shows
the graph of the unscaled method. This graph is obtained by skeletonizing
the image in Fig. [T] without removing the upper-scale objects. Panel (b)
displays the graph of the first scale only. Finally, panel (c) shows the graph
obtained with our multiscale method: the image in Fig.[T]is skeletonized
by removing the large objects, then the multiscale graph is computed by
finding the nodes which belong to each of those large objects.

The associated multiple adjacency matrices corresponding to the con-
nectivity of each labelled scale is presented in Fig. 4. The adjacency ma-
trices of the larger scales are of particular interest since they would not be
accessible from a coarse grained version of the image only preserving the
large objects and loosing their tiny connections. It is clearly visible from
Fig. 3 and Fig. 4 that the multiscale approach matches exactly the struc-
tural connectivity of the synthetic image of Fig. [T] while respecting the
different classes (scales) of the objects. With real networks imaged in 3D,
such a visual inspection would be too time consuming and a comparison
of the different graph encoding approaches is usually done from average
graph metrics. A huge literature of such graph metrics already exists [9].
As an example we list in Table 1 the number of nodes, the edge density
(i.e. (the number of edges) / (the number of nodes)), the average cluster-
ing coefficient (i.e. average percentage of how close neighbor points are
to a complete graph) and the average degree of connectivity (i.e. aver-
age number of connected neighbours). It clearly appears at this statistical
level also that the different graph encoding approaches are distinct. The
reason for this difference becomes evident when plotting the histogram
of the nodes connectivity. The multiscale approach fuses all the nodes
connected to a given object at one scale into a single node. This increases
the relative weights of high connectivity nodes. In contrast, the unscaled
graph produces a higher number of single connectivity nodes (leaf nodes)
due to artifacts caused by the brute force skeletonization applied to non
elongated objects. In addition to providing a more accurate graph rep-
resentation and associated metrics, our multiscale approach also allows
focusing on specific scales and testing different connectivity hypothesis.
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Figure 4: Adjacency matrices obtained from the multiscale graph en-
coding method. Matrix (a) is the adjacency matrix of the whole graph
sorted by increasing scale level from left to right indicated by darker
grayscale levels. The matrices below correspond to the adjacency ma-
trices of the second level structures assuming connections with only the
first level (b) or all levels (c) .

Kind of measurements unscale first scale multiscale
Edge density 0.0985 0.0667 0.1212
Average clustering coefficient 0.0705 0.0389 0.9850
Average degree of connectivity 2.4615 1.9333 2.5455
Nodes number 26 30 22

Table 1: Graph metrics computed on the three graph encoding methods
applied to the model scheme of Fig.[T}

For example, in our simplified scheme the structures of the second scale
are not fully connected if we only consider the first two scales (Fig. 3b)
since element 5 is only connected to the third scale. Hence, if we take
this third scale into account, the second level becomes fully connected
(Fig. 3c). In biological systems, where hierarchical levels are associated
with specific functions, such that a detailed graph analysis conducted at
different levels could provide valuable functional informations.

3 Application to bioimaging

Following the test analysis of our model network structure (Fig. 1a), we
will illustrate on the poster results on real world examples of Fig. 1b and
Fig. 1c where two connected structures of two different size are presented
inred and blue. These could represent many structures in bioimaging such
as in plant science voids in soil, or in dry seeds[2], vascular systems in
maize ears [11]]. However, such multiscale structure also occur in general
in life science for instance in neural networks or vascular systems. To
stress the generic value of our proposal we illustrate with an application
in the biomedical domain and in the plant science domain and provide
codes to explore with your own data [, (6]].
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Figure 5: Histogram of the number of nodes as a function of their con-
nectivity given by the three graph encoding methods applied to the model
scheme of Fig. [T}
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